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ABSTRACT

The Fine Fuel Moisture Code (FFMC) is a numeric rating of the dampness substance of litter and other
restored fine fills. This code is a pointer of the general simplicity ofslarj and the combustibility of fine ﬂldﬂ‘
In this study we observed the rainfall time series as a parameter to get thd index of FEMC. The main goal o
this study to predict the amount of rainfall in a particular division or state well in advance. We predict the
amount of rainfall using past data to generate the parameter of FFMC using SVM model in North Sumatera.
Based on the result, the various visualizations of data are observed in Aek Godang, North Sumalcrei which
helps in implementing the approaches for rainfall prediction to evaluate the parameter of fuel moisture code
as fire weather index. The analysed individual year rainfall patterns for 2017, 2018, 2019, the approximately
close means, noticed less standard deviations.
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1. INTRODUCTION

Monsoon prediction is clearly of great importance indicator of seasonal drought outcomes on forest
for Northern Sumatera, Indonesia for identify the fuels and the amount of smoldering in deep duff
parameter of fire weather index. As we know that layers and giant logs [8].

the fire weather index is eicme factor to identify The main issue of this study, lhjrprecipitation can
the forest fire in Indohesia. Foresy fire in increase besf{ lifeless fuel moistire greater swiftly
Indonesia was affected a large porti the than any other factor. Fine dead fuels react very
Indonesian  population causing  economic unexpectedly to precipitation and reach their
hardship and disruption to commerce and short, saturation factors quickly. In North Sumatra,
and long-term health problems [1]-[3]. rainfall is one indicator which very important to
To estimate the risk of wild fire, a general system identify the DC, FFMC and DMC, so we need to
is used to rate the fire danger, called Fir:l Weather predict the rainfall using some model in machine
Index (FWI). This system consistsl of six learning. The more important of rainfs i
components, Fine Fuel Moisture Code (FFMC), dcscrib:l of indie: MC to evaluate the
Duff Moisture Code (DMC), Drought code (DC), potential of Fire Index Weather. Most attention to
Initial Spread Index (ISI), Buildup Index (BUI), rainfall data not only used to justify the indicator
and Fird Weather Index (FWI), that account for of climate change, but also can gencr

the effebts of fuel moisture and wind on fire evaluation of firg weather indexm
behavior [4], [5]. In this study we focused to forest fire in somelarea.

compute the DC as 4 part of FFMC parameter Two types of rainfall predictions can be done,
based on the rainfall lara.meter, Rainfall can be they are long term predictions as Predict rainfall
generated thg information of DC [6], [7]. The over few weeks/months in advance and Short-
Drought Codt (DC) is a numeric rating of the term predictions by predict rainfall a few days in
common moisture content material of deep, advance in specific locations. Indonesia
compact organic layers. This code is a useful meteorological department provides forecasting
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data required for projec{9]. In this study, we are
planning to work on lbng term predictions of
rainfall. The main goal of this study is to predict
the amount of rainfall in a particular division or
state well in advance. We predict the amount of
rainfall using past data to generate the parameter
of FFMC.

In this study, we have a limited distribution
rainfall data as one indicator component to
evaluate the fire weather index by compute of
FFMC and in gcncrallirfssue forest fire identify
based on the hot spot in some region. The main
issue of how to evaluate the forest fire not only
come from the hot spot dislribulimibut also come
from the potential rainfall indicator to making
Justify fire weather index.

2. DATA AND METHODS

The dataset of this study, has average rainfall from
2017-2020 for each station every month in North
Sumatra as show{in Table 1.

No Station Latitude  Longitude

I Ack Godang 1,55 99.45

2 Balai Besar 3,53 98.64

3 Belawan 3,78 9R.71

4  Binaka 1,16 97,70

5 FlTobing 1,55 98,88

6 Geophysics 3,50 98.56
Deli Serdang

7 Gunung 1,16 97.7
Sitoli

8 Klimatologi 3,62 98.70
Deli Scrdangi

9 Kualanamu 3,64 98.89

In this study, we converting data in to the correct
format to conduct experiménts by make a good
analysis of data and observe variation in the
patterns of rainfall. Finally, we try to predict the
average rainfall by separating data into training
and testing. We apply various statistical and
machine learning approaches (SVM) in prediction
and make analysis over various approaches. By
using various approaches, we try to minimize the

error [10].
This model is ong of the most effective machine
learning  algorithms. = both. - practical and

theoretical. In the early 90's to early 2000's, SVM
arguably took over the role of Neural Networks as
the most favorable algorithm due to its speed,
accuracy[11], and guarantee to always produce
optimum global solutions - until around 2006-
2007, neural networks (which wrapped in the
name Deep Learning) takes over that role,
especially for large scale problems, ie, am()un[l of

training data> ~ 10,000. SVM with a focus on
(linear) binary classification problems, whether it
is gradual, intuitive, mathematical, and at the
same time simple implementation using the
libsvim| / liblinear library to solve handwritten
digit récognition l'mblcms, The real strength of
SVM is to use a kernel trick to solve non-linear
SVM problems without a kernel trick. [12].
Variabld / Constant: scalars are written in
lowercade letters / symbols, vectors are written in
bold letters / symbols, and matrices are written in
bold letters /symbols. Example: a (scalar), a
(vector), A (matrix). Vector norm: || a ||. Example
in  Euclidean space: ||a|| = -.,‘alz AF euar aﬁ,
which is known as the length of the vector. Scalar
Space (real): R

Vector Space (real): R% d > 1,Dot Product:
(a,b) = ab = X9, ajb;, Orthogonality: Two
vectors a,b € R%are said to be orthogonal
(perpendicular to each other) whena b = 0
Input Chamber: X, Output/ Label Space: Y, Loss
Function: L : Yx¥ — R, The function L accepts
2 inputs from space Y and returns a real number

()ulpuli)

Indicator function: 1., (+1if a # b, -1 if vice
versa),

Expcclc1Risk: R(f) = Exp[L(f (), c(x))],
Empirical Risk: R(f) =r—1‘ s LOF(x), e( %)),
where f € H is the hypothesis and ¢ € C is the
C()nccpl,LClassiﬁcali()l roblem is a problem to
categorike an entity ini@in groups. For this
purpose, it focuses on the problem of binary
classification: classifying an entity into True (+1)
or False (-1) groups. Maching learning aims to
find optimal solutions for functlons[13]

f + x {+1,—1}is given nsamples
where x{ € X a
sub-vectpr space.

More specifically, the machine learning algorithm
looks for a function f: x = {-1,1} that minimizes
empirical risk:

,1}. In general, x 1s a

n

= minéz

L{f (x), )

where L (a, b) = la #b is a loss ﬁmcti(mi

The SVM algorithm is an algorithm thdt solves
optimization problems based on equations (4) and
(9) above. More specifically, given n samples
{(X;, Y)}L1, SVM tries to solve the problem as
follows:

1
(w,c) = argiminznw”%
subject to y;({w,x;) +e) = Lv,=1,...n...
(1)
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Furthermore, we can summarize the above
expression with only 1 equation in Lagrangian
form: where a;,V;=1,..,n are Lagrange
multipliers. Because later we will use a special
optimization tool to solve the problem (10), by
requiring the calculation of the slope against w

and ¢ from equation (1): :—: = 0 dar Z—i = 0.

—=0...

dw

n —
W= X @yixi = 0.

(3

— n
Sw= YL ;¥ .

(4)

and

o_.
ac

= — XLy =0..(5

Furthermore, have you found the optimal w and
c? Thclizne must know the value of the Lagrange
SVM claracteristics as described in the previous
section,  summarized as following[14]. In
principle, SVM 1s a linear classifier, pattern
recognition is done by transforms the data in the
mput space to a higher dimensional space, and
optimization is done on vectoll space rcccntlyi

4092

This differentiates SVM of the pattern recognition
solution on generally, who do the optimization
parameters in the transformed space which is a
lower dimension than the input space dimension;
and implementing a Structural Risk strategy
Minimization (SRM); d). Basically, the working
principle of SVM is only able to handle tW(1 class
classification.[15].

The Fine Fuel Moisture Code (FFMC) speaks to
the dampness substance of litter and cured fine
fills, 1-2 cm profound. It communicates the ease
of start and fuel combustibility. FFMC is touchy
to day-by-day changes in temperature,
precipitation, relative mugginess, and wind speed.
Time slack is 2/3 days, which suggests that it
takes two-thirds of a day for the fine powers to

react to z\| Ntml within the climate [6], [7], [16].

3. RESULT AND DISCUSSION

Based on the Data has individual months, annual,
combinations of 3 consecutive months. For some
of the data is from 2017 to 2020.

All the attributes have the sum of amouni of

graphs

rainfall in mm. The bar showling

groups of mo nths,l Distributic ‘rainfall in
subdivisions, districts form each month, groups of
months. Heat maps showing correla ti()l1b€twccn
am()un[l of rainfall between months.
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u The observation of the dataset shown in figure 2.
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| T Tm Figure 2. Distribution Of Rainfall Over Years.
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Figure 3. Graphs Show The Distribution Of Rainfall Over Months.

Above two graphs show that the amount of
rainfall is reasonably good in the months of
March, April, may in eastern North Sumatera
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Figure 4. Heat Map Of Rainfall Over Month
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Heat Map shows the co-relation (dependency)
between the amounts of rainfall over months.
From above it is clear that if amuumlof rainfall is
high in the months of July, August, September
then the amount of rainfall will be high annually.
It is also observed that if amount] of rainfall in
good in the months of October, November,
December, then the rainfall is going to be good in
the overall year.

For predictim1 we formatted data in the way,
given the rainfall in the last three months we try
to predict the rainfall in the next consecutive
month. For all the experiments we used 80:20
training and test ratio by used SVM. Testing
metrics, we used Mean absolute error to train thcl
models.
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Figure 3. Predicted based on SVM Model

We also shown the amount of rainfall actually and
predicted with the histogram plots. We did two
types of trainingg once training on complete
dataset and other lwith training with only Aek
Godang data. All means are standard deviation
observations are written, first one represents

gro um1 truth, secun(1 one represents predictions.

The Mean Absolute Error (MAE) based on the
linelr regression is 189.3450. Based on the SVM
model we got the mean of 2017 is 326.0.333,
Standard deviation 136.87. in 2018 the mean
2681.155 and standard deviation 5732.2387] The
result of mean 2019 is 264.866 and Standard
Deviation 102.56

Year-2017
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1500
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E 1250 | 1207 1166 1155
= 1051
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Figure 6. Aek Godang prediction using SVM1 model

In this study, we compute the rainfall from all
station in figure 5 to validate the fire weather
index in situ. The red graph indicated the ground
thruthland green graph is prediction. Based on the
SVM Inodel. we classify the rainfall prediction for
each year. In yee;ll of 2017, the maximum amount
of rainfall in Alpril with 909 mm, and the
minimum amount of rainfall is 272 in September.
In year 2018, the significant amount of rainfall
October with 18891 mm. and in year 2()1‘11thc
maximum prediction of amuun1 of rainfall in
December with 604 mm,|

Observed MAE is verlr high which indicates
machine learning models won't work well for
prediction] of rainfall. Aek Godang data has a
single pattern that can be learned by models,
rather than learning different patterns of all states

so has high accuracy. Analysed individual year
rainfall  patterns  for 20?;?“ 2018, 2019.
Approximately close means, noticed less standard
deviations.

4. CONCLUSION

Based on the result of this study, various

visualizations of data are observed which helps in

implementing the approaches for predictimi‘of

indicator impact of fire weather index. Predic '0;1 Ar e
of amount of rainfall for both the types of datas

can be‘d’ejkrmter issue of FFMC to

compute the icator of fire weather

index. Observaﬁam‘rhﬂ’rmj-machinc learning

models won’t work well for prediction of rainfall

due to ﬂuctutaiun.1 in_rainfall., The result of
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prcdiclciof Aek Godang rainfall show that the
potential lrainfall in future indicaljmore rainfall,
it means that th1 precipitation call increase bes
lifeless fuel moisture. greater swiftly than an)1
other factor and Fine dead fuels react very
unexpectedly to precipitation and reach their

saturation factors quickly. The perfesrmmice of
SVM sh(ml that iodel. The Aek Godang
rainfall data can be leatned by modet rather than

learning different patterns ofall states, so has high
accuracy and can be used to identify the fuel
moisture code to getting the good performance of
fire weather index to evaluate the forest fire in
North Sumatera.
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agrees with the verb.

Sp. This word is misspelled. Use a dictionary or spellchecker when you proofread your
work.

Proofread This part of the sentence contains a grammatical error or misspelled word that
makes your meaning unclear.

S/V This subject and verb may not agree. Proofread the sentence to make sure the subject
agrees with the verb.

Article Error You may need to remove this article.

Article Error You may need to use an article before this word. Consider using the article
the.

S/V This subject and verb may not agree. Proofread the sentence to make sure the subject
agrees with the verb.

Article Error You may need to use an article before this word.

Article Error You may need to use an article before this word.



